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Abstract— Many robot tasks impose constraints on the
workspace. For example, a robot may need to move a container
without spilling its contents or open a door following the
doorknob’s arc. Such constraints may induce narrow vol-
umes in the configuration space, traditionally a challenge for
sampling-based methods, and further cause infeasibility. We
extend sample-driven connectivity learning (SDCL), a robust
approach for planning with narrow passages, to develop a
sampling ensemble for workspace constraints. In particular,
the ensemble combines SDCL, projection via dual quaternion
optimization, and random sampling. These complementary
sampling approaches support efficient and robust planning
under workspace constraints. Further, this framework offers the
ability to determine infeasibility under workspace constraints,
which is unaddressed by previous constrained planning methods.

I. INTRODUCTION

Many robot tasks require motion that not only avoids
collision but also satisfies certain workspace constraints. For
example, a robot moving a liquid-filled cup must keep it
upright (see Figure 1), while a robot operating a door must
follow paths constrained by the door’s handle and hinges.
Such constraints limit the valid robot poses and consequently
limit the portion of the configuration space containing
valid plans. Some prior approaches viewed constraints as
manifolds in the configuration space [1], [2]; during planning,
these approaches project configurations onto the manifold
to produce valid plans. In this work, we consider volume-
reducing constraints representing sub-regions of the free
region of the configuration space. Some tasks inherently do
not require strict manifold constraints. For example, holding
a cup sufficiently upright to avoid spilling does not typically
require perfect vertical alignment. Even tasks that seem to
impose manifold constraints, such as opening a door or
drawer, could be reframed as volume-reducing constraints
based on flexibility in the arm through an adaptive control
layer [3] or compliant hardware system [4]. Thus, volume-
reducing constraints support a variety of useful robot tasks.

Volume-reducing constraint decrease the acceptable region
in the configuration space, potentially creating more narrow
passages and increasing planning difficulty due to small
volumes and low sampling probabilities. To resolve this
planning challenge, we adapt Sample-Driven Connectivity
Learning (SDCL) [5], which learns connectivity in the
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Fig. 1: A volume-reducing workspace constraint. The robot
must transport the container while holding it sufficiently
upright (within θ) to prevent spilling. Constrained motion
within a confined area presents challenges for planning due
to narrow passages and possible infeasibility.

configuration space to generate narrow passage samples, to
now address volume-reducing constraints. The degenerate
case of narrow passages occurs when obstacles and constraints
create an infinitesimal (zero-volume) passage and consequent
infeasibility of planning. To decide whether a plan exists or
not with constraints, we need to construct infeasibility proofs.
We address narrow passages and possible infeasibilities
through an asymptotically complete planing approach, which
returns a plan or an infeasibility proof in the limit [6].

We develop an asymptotically complete algorithm for mo-
tion planning with volume-reducing constraints and demon-
strate the algorithm’s effectiveness. First, we generally view
volume reducing constraints as restrictions on the free space
(see Sec. III), which supports use of blackbox validity check-
ing typical of sampling-based planners [7], [8]. Second, we
adapt the framework of SDCL (see Sec. IV), which supports
efficient planning through narrow passages [5]. Third, we
develop an approach to project sampled configurations into
the constraint region (see Sec. V-B), which more efficiently
satisfies constraints compared to uniform sampling. Fourth,
we analyze this formulation and approach to show that it is
asymptotically complete Sec. V-C. Finally, we evaluate this
work in several robot manipulation scenarios (see Sec. VI).

A key step in our approach is the projection of con-
figurations into the constraint region. We formulate this
projection as a nonlinear program to find valid configurations.
We begin from a sampled configuration that is invalid
(constraint-violating) and then apply local, gradient-based
methods to ensure the workspace constraint is satisfied.
This projection improves our ability to sample constraint-



satisfying configurations compared to uniform sampling alone,
especially for low-volume constraint regions.

We perform experiments in scenes using robots with 5-8
degrees of freedom (DOF) and workspace constraints repre-
senting holding a container upright, keeping the end-effector
within a camera’s field of view, and moving along a Cartesian
plane while adhering to end-effector pose constraints. We
compare our approach against baseline planners in OMPL [9],
demonstrating improved time and robustness for difficult
(narrow passage) scenes and the capability to determine
infeasiblity when no plan exists.

II. RELATED WORK

Sampling-based motion planners, such as probabilistic
roadmaps (PRM) [7] and rapidly exploring random trees
(RRT) [10], are effective and widely-used approaches. Gen-
erally, such planners sample robot configurations and grow a
tree or graph towards the sample. However, challenges may
arise when applying these methods to problems with small
volumes (narrow passages) in the configuration space—which
may be exacerbated by further constraints on the motion—
due to low probability of sampling in, or connecting through,
the small volumes. We address this challenge by developing a
new sampler based on our SDCL algorithm [5], coupled with
a projection approach, to generate samples in the low-volume
regions.

A. Narrow Passages & Guided Sampling

When the configuration space contains narrow passages,
uniform random sampling has low probability of generating
the necessary configurations to find valid plans, so guided
sampling approaches are often used. Bridge test sampling [11]
increases the sampling density in narrow passages based on
local information around the configurations. Some previous
works used topological methods to guide sampling [12], [13]
closer to objects or in narrow passages. KPIECE [14] uses
multi-level grids in the search space to guide sampling in
less explored areas. Visibility [15] and sparsity [16]-based
algorithms guide sampling using the coverage information of
the free space. Other approaches try to learn from previous
samples to guide current sampling [17]–[21].

In this work, we adapt a guided sampling-based approach
based on SDCL [5] to find plans through the narrow passages
induced by volume-reducing constraints. Prior results showed
that SDCL offers robust performance for planning through
narrow passages in unconstrained manipulation problems,
and the structures produced by SDCL effectively integrate
with infeasibility proofs to offer asymptotic completeness.
We now generalize SDCL as a planner-independent sampling
strategy and couple it with projections to guide sampling into
constraint regions.

B. Constrained Motion Planning

Constrained motion planning places certain limitations on
a robot’s motion. Constraints can model range of systems
and are used for parallel robots [22], [23], grasping and
manipulation [24], [25], computational biology and molecular

simulations [26], [27], and animation [28], [29]. For example,
we may specify constraints that a grasped container is held
upright to avoid spilling or that an end-effector maintains
contact with a surface such as for cleaning or painting.

Several forms of constraints are used for motion planning.
In this work, we focus on volume-reducing constraints,
represented as inequalities or intervals that limit valid volumes
of the configuration space. Related to volume-reducing
constraints are soft constraints [30]–[32], which also permit
a volume of feasible values while favoring some particular
value, e.g., filling a water pitcher under a faucet where closer
to alignment to vertical allows the pitcher to hold more
water. While our current work does not directly address soft
constraints, such favored values could be incorporated into
our projection approach. Other constraints may create lower
dimension manifolds within the configuration space [1], [33],
[34]. While some techniques in this current work could apply
to such manifold constraints, analysis of infeasibility and
asymptotically complete motion planning for lower dimension
manifolds remains an area of future work.

Sampling-based methods must address constraint satis-
faction for two operations: sampling configurations and
connecting configurations; Kingston et. al. [2] classify five
techniques to support constraints: relaxation [35]–[37], pro-
jection [1], [30], [33], [38], tangent-space sampling [33],
[39], [40], incremental atlas construction [41]–[43], and
reparameterization [44], [45]. In this work, we take a
projection approach, which is similar to several previous
works. Yao and Gupta applied projections to general end-
effector constraints [46]. Task-constrained RRT [33], [39] and
Constrained Bi-directional RRT (CBiRRT) [1], [47] address
constraints via gradient descent based on the manipulator
Jacobian pseudo-inverse. Similarly, Kunz and Stilman [30]
address soft constraints via gradient descent projection. [38]
constrains grasps, approach directions, and object transport
paths by defining a planning margin based on grasp quality
and success and finding solutions using Nelder-Mead and
Jacobian pseudoinverse methods. Implicit manifold configu-
ration spaces (IMACS) [34] define an implicit configuration
space based on manifold constraints and incorporate projec-
tion onto the manifold. Our work now applies dual quaternion
analysis [48] to formulate projection as a nonlinear program,
supporting general workspace constraints, composition of
multiple constraints, and the use of highly-engineered, robust,
and efficient solution techniques [49]–[52].

C. Infeasibility

Some previous works construct exact path non-existence
guarantees for single, rigid objects in a 2D or 3D
workspace [53], [54]. Others [55], [56] use computational ge-
ometry tools to construct separations in the obstacle regions of
the configuration space. Deterministic sampling-based motion
planning also guarantees plan non-existence to some extent
if no plans are found with the sampling coverage [57]–[60].
Previous works have also applied learning-based methods to
predict infeasible plans [61]–[63]. However, these methods
do not provide definitive plan nonexistence guarantees.



In our previous work [64], [65], we proposed a sampling
and learning-based infeasibility proof construction algorithm.
The algorithm uses sampled configurations to learn a manifold
in the configuration space and try to form a closure in the
obstacle region to prove plan infeasibility. We apply this
algorithm to motion planning problems with volume-reducing
constraints to show infeasibility in some scenes.

III. PROBLEM DEFINITION

We address motion planning with volume reducing con-
straints. We first state the definition of unconstrained motion
planning. Then, we incorporate volume reducing constraints.

An unconstrained motion planning problem [66] consists of
a configuration space C of dimension n, a start configuration
qstart, and a goal configuration qgoal. The configuration space
C is the union of the disjoint obstacle region Cobs and free
space Cfree. Both qstart and qgoal are in Cfree. Typically,
sampling-based motion planners [9] implicitly define Cobs
and free space Cfree via blackbox collision checkers (such as
[67]) that test whether a specific configuration is in Cobs or
Cfree. The output of motion planning is plan σ through free
space such that σ[0, 1] ∈ Cfree, σ[0] = qstart, σ[1] = qgoal.

We consider volume reducing constraints of the form,

Gi (q) ≤ εi, i = 1, . . . , n , (1)

where each Gi : C 7→ R is a scalar function and εi
defines the volume in which this constraint is satisfied. For
example, the constraint to hold a container upright within
tolerance ε would be |ln h(q)| ≤ ε, where h is the rotation
quaternion of the container relative to upright as a function
of configuration q and which we determine from the robot’s
forward kinematics. Configurations satisfying constraints are
Cin = {q ∈ C | Gi (q) ≤ εi,∀i = 1, . . . , n}. Configurations
violating constraints are Cout = C \ Cin. While we might
consider constraints similarly to the implicitly defined obstacle
region based on blackbox validity checking, it is useful to
explicitly define constraints of the form in (1) to support the
projections described in Sec. V-B.

A constrained motion planning problem consists of an
unconstrained motion planning problem, coupled with a set
of constraints G1, . . . ,Gn of the form in (1). To achieve
asymptotic completeness, our probability of terminating with
a plan or infeasibility proof must approach one in the limit [6].
That is, when a plan exists, the output is a plan σ such that
σ[0, 1] ∈ Cfree ∩Cin, σ[0] = qstart, σ[1] = qgoal. When there
is no feasible plan, the output is an infeasibility proof M
consisting of a closed manifold lying entirely in Cobs ∪ Cout
and separating qstart and qgoal.

IV. BACKGROUND

We briefly summarize key details of SDCL [5] and
asymptotically complete motion planning [64], [65] on which
this current work is based.

A. Sample-Driven Connectivity Learning (SDCL)

SDCL integrates sampling-based planning and machine
learning to effectively produce samples in narrow pas-
sages [5]. There are two main steps in SDCL: learning a
manifold and sampling the manifold. In the learning step,
SDCL uses samples in the configuration space as training
data for a classifier. All samples in the qgoal component are
one class, and all other samples are the other class. The
result of learning is a configuration space manifold M(q)
(q ∈ C) that separates the configuration space into two parts.
This learning process encodes in the manifold connectivity
information from the samples of the configuration space. Next,
SDCL samples points on the manifold. Sampled manifold
points in Cfree offer potential connections between the goal
and non-goal components, effective to find plans through
narrow passage.

B. Infeasibility Proof and Asymptotically Complete

An infeasibility proof is a closed manifold in C that is
entirely in Cobs and that separates qstart and qgoal [64], [65].
Such a manifold shows that no path connecting qstart and
qgoal is collision-free, so we can conclude with a path non-
existence guarantee. The infeasibility proof algorithm uses the
same learned manifold M as SDCL and checks whether this
manifold forms an infeasibility proof. Checking the manifold
takes two steps. First, we triangulate the manifold into a
piece-wise linear approximating polytope. Second, we check
if each facet of the polytope is entirely in Cobs.

Completeness is an important property for motion planners.
A complete planner returns a plan or reports plans non-
existence in finite time. Many sampling-based motion planners
are probabilistically complete [7], [8], meaning they find a
plan in the limit for feasible cases. In infeasibility proof
construction, as more points are sampled in Cfree, the learned
manifold is guaranteed to converge to an infeasibility proof
if no plan exists [6]. Combining a probabilistically complete
sampling-based algorithm with infeasibility proof construction
offers asymptotic completeness [6], meaning the planner finds
either a plan or infeasibility proof in the limit.

V. ALGORITHM

In this work, we adapt SDCL and infeasibility proof con-
struction to address volume-reducing workspace constraints.
The result is an asymptotically complete motion planner
supporting workspace constraints.

The key feature is a complementary ensemble of samplers
to efficiently find valid points that satisfy constraints, i.e.,
in Cfree ∩ Cin. Uniform random sampling of configurations
would have low probability of sampling narrow regions of
Cfree∩Cin. Instead, we combine multiple sampling strategies to
robustly find valid configurations. First, one thread samples
narrow passage points similarly to SDCL (see Sec. V-A
and Alg. 1). Second, one thread further projects points
from Cout into Cin (see Sec. V-B and Alg. 2). Third, one
thread performs random sampling (see Alg. 3). When the
planner needs a new sample, we check in turn for samples
produced by each of these threads (see Alg. 4). The SDCL



sampler robustly finds points through narrow passages.
The projection sampler effectively finds constraint-satisfying
points. The random sampler offers further space coverage
over projections, supporting connectivity learning performed
by SDCL. Together, this ensemble efficiently and robustly
finds useful samples for constrained motion planning.

Additionally, planning under constraints requires valid
(within Cfree ∩ Cin) tree/roadmap edges. Some approaches
verify edges with the local planner [8]. Rather than modifying
the local planner for every distinct motion planner, we instead
adjust the validity checker to test whether a configuration
is simultaneously in Cfree and in Cin. This modification
further ensures that infeasibility proof construction checks
for manifold containment in Cobs ∪ Cout.

A. SDCL Constraint Sampler

In this work, we adapt SDCL to both operate as a sampler
and incorporate volume-reducing constraints. SDCL (see
Alg. 1) operates with any multi-directional sampling-based
motion planner such as a PRM [7]. In Alg. 1, Pgoal are
all graph nodes connectable to qgoal, and Prest are all the
other graph nodes. We learn the manifold M from these two
classes (line 4) and then sample the manifold. SDCL saves
all sampled manifold points in Cfree to a set B (line 7). In
a separate thread, Alg. 2 projects points into the constraint
region. When the sampler (see Alg. 4) is called from a planner,
it checks first for valid points from SDCL’s manifold and
projected points; if no points exist, the sampler falls back to
random sampling.

Algorithm 1: SDCL Sampling Thread

Input: g, Q // Planning graph, All sampled config
Output: B1 // Valid configurations for Alg. 4

1 repeat
2 Pgoal ← all nodes of g connectable to qgoal

3 Prest ← g \ Pgoal // Other nodes
4 M ← Learn(Prest, Pgoal)
5 foreach q ∈ Q do // sample in parallel
6 qm ← SampleManifold(q,M)
7 if qm ∈ Cfree ∩ Cin then B1 ← B1 ∪ {qm}
8 until plan or infeasibility proof found

Algorithm 2: Projection Sampling Thread

Input: G // Constraints
Output: B2 // Valid configurations for Alg. 4

1 repeat // Solve Equation 2
2 r ← RandomSample()

3 s← Solve
from r

(
maxq 0
s.t. Gi (q) ≤ εi ∀i ≤ n

)
4 if s ∈ Cfree ∩ Cin then B2 ← B2 ∪ {s}
5 until plan or infeasibility proof found

Algorithm 3: Random Sampling Thread

Output: B3 // Valid configurations for Alg. 4
1 repeat
2 s← RandomSample()
3 if s ∈ Cfree ∩ Cin then B3 ← B3 ∪ {s}
4 until plan or infeasibility proof found

Algorithm 4: Sample

Input: B1 B2, B3 // Valid configs from samplers
Output: s // A valid sample

1 loop
2 if B1 ̸= ∅ then return pop(B1)
3 else if B2 ̸= ∅ then return pop(B2)
4 else if B3 ̸= ∅ then return pop(B3)
5 else
6 s← RandomSample()
7 if s ∈ Cfree ∩ Cin then return s

B. Projection into Constraint Region

We project sampled points into Cin using a local, gradient-
based method. Specifically, we create a nonlinear program
(NLP) to find points in Cin. The NLP formulation is in-
dependent of the particular optimization algorithm, though
our experiments (see Sec. VI) use a sequential least squares
quadratic programming (SLSQP) approach [49]–[51], which
is a quasi-Newton method that approximates the Hessian
and needs only the gradient. Though numerical methods to
compute gradients are possible, many constraints (including
all in Sec. VI) are expressible analytically as limitations on
the workspace—e.g., holding a container upright limits the
possible orientations of the end effector. Analytic gradients
of such workspace constraints are computable via the chain
rule and manipulator Jacobian (see Sec. V-B.2).

1) Optimization Formulation: We formulate an NLP to
project an input configuration q into constraint region Cin.
We only need valid samples in Cin, so we express the NLP
using constraints G and a constant objective. As a result, we
only apply the projection when the input configuration does
not satisfy the constraints—i.e., q /∈ Cin.

max
q

0 (2)

s.t. Gi (q) ≤ εi ∀i ≤ n

We do require gradients to solve this NLP using SLSQP.
While there is no guarantee that analytic gradients will
exist for arbitrary G, we can often effectively use numerical
approximations (finite difference). Further, analytic gradients
are computable for many workspace constraints.

2) Workspace Constraints: Many robot tasks impose
workspace constraints that limit translation and/or orientation.
We consider a special Euclidean group SE(3) workspace.
Such a constraint Gi is then expressible as,

Gi (q) = Fi

(
0Sf (q)

)
, (3)



where 0Sf (q) ∈ SE(3) represents the workspace pose of
coordinate frame f , and Fi : SE(3) 7→ R is a workspace
constraint on frame f . The chain rule reduces the gradient of
Gi to a function of workspace constraint gradient ∇Fi and
manipulator Jacobian J.

∇Gi (q) = ∇Fi

(
0Sf (q)

)
∗ ∂

∂q
0Sf (q) (4)

= ∇Fi

(
0Sf (q)

)
∗ J (q)

=
(
J(q)T

(
∇Fi

(
0Sf (q)

))T)T

Sec. VI-A describes several specific constraints F .
We note that multiple representations of pose 0Sf and

Jacobian J are possible, based generally on the structure
of SE(3). However, one typical form of the manipulator
Jacobian, relating workspace and configuration space veloci-
ties (i.e.,

[
ω v̇

]T
= Jxq̇), is not directly applicable to (4).

Instead, we use dual number quaternions for poses because
we can robustly take their Jacobians [48]. Dual quaternion
pose S is,

S = h +
1

2
v⃗ ⊗ hε , (5)

where h is the rotation ordinary quaternion, v⃗ is the translation
vector, and ε is the dual number element (ε2 = 0, ε ̸= 0).
The manipulator Jacobian in dual quaternion form is then,

J =
∂S
∂q

=
1

2
[S ]R JΩ (6)

where [S ]R is the right matrix form of dual quaternion
multiplication and JΩ is the twist form of the Jacobian (i.e.,[
ω v̇ + v⃗ × ω

]T
= JΩq̇ ) [68]. We refer the reader to [48]

for further details on dual quaternions for robot kinematics.

C. Completeness Analysis

We discuss the requirements for asymptotic completeness
of our algorithm, i.e., that in the limit we find a plan when
one exists or prove infeasibility when no plan exists.

1) ε-goodness for Cfree and Cin: Generally, probabilis-
tic completeness of sampling-based planners requires the
ε-goodness property [69] for Cfree or similar notion of
δ-clearance [8], [70], which means Cfree has a “reasonably
large” volume for the path to exist. ε-goodness and δ-
clearance pose the same requirements but defined for dif-
ferent components of motion planning; in this paper, we
use ε-goodness since we need to discuss a region of the
configuration space directly.

We require ε-goodness for Cfree ∩ Cin, such that we have
a volume to sample free space and constraint-satisfying
configurations and form a path. In most cases, ε-goodness
for Cfree ∩ Cin means Cin needs to be ε-good, though it is
possible for infinitesimal regions of Cin to be subsumed within
non-infinitesimal regions of Cfree, or vice-versa.

2) ε-blocked for Cobs and Cout: Previously, we introduced
the ε-blocked property for Cobs to guarantee that Cobs has
sufficient “thickness” to support learning the infeasibility
proof [6]. We require the same ε-blocked property for
Cobs ∪ Cout, that is, the union of the region not satisfying the

volume-reducing constraints and the obstacle region cannot be
infinitesimal. For example, we do not consider cases where
Cout is a set of disjoint points in Cfree, such as avoiding
contact with a single hazardous point or avoiding kinematic
singularities.

3) Asymptotic Completeness under volume-reducing con-
straints: With ε-good Cfree ∩ Cin and ε-blocked Cobs ∪ Cout,
our algorithm is asymptotically complete. When a plan exists,
the algorithm finds a plan in the limit, since Cfree ∩ Cin has a
volume we can sample and the SDCL sampler incorporates
random sampling if SDCL and projection are not effective.
When a plan does not exist, samples generated in Cfree ∩ Cin
push the learned manifold into Cobs ∪ Cout to form the
infeasibility proof.

VI. EXPERIMENTS

We evaluate our algorithm in scenes with various volume-
reducing constraints and robots with 5 to 8 DOF (shown
in Figure 2). The constraints differ in how much of the
valid space they remove and whether they restrict the
end effector’s position (Sec. VI-A.1 and Sec. VI-A.2) or
orientation (Sec. VI-A.3). We evaluate our results over 10
trials for each scene and compare the SCDL [5] sampler
and SDCL with projection sampler find the narrow passages
as well as with 7 baseline algorithms from OMPL [9],
RRTConnect [8], PRM [7], LBKPIECE [14], EST [71],
SBL [72], LBTRRT [73], BFMT [74].

We leverage parallelism in several parts of our algorithm
and run our experiment on a multi-core system with NVIDIA
TU102 GPU and a dual CPU AMD EPYC 7402 with
24 cores per CPU. We adapt PRM [75] in OMPL [9]
to work with the SDCL thread. We solve the nonlinear
optimization problems using sequential least-squares quadratic
programming (SLSQP) [50], [51] in NLopt [76]. We train the
RBF-kernel SVM using ThunderSVM [77], which supports
GPU-accelerated SVM training. We check collisions using the
Flexible Collision Library [67]. We model robot kinematics
using Amino [78].

A. Test Scenes and Constraints

We evaluate our approach on four scenes with different
volume-reducing constraints. Three scenes are feasible, and
the final scene is infeasible.

1) Visibility Constraint: The scene in Figure 2a constrains
the robot to keep its end effector within a camera’s Field of
View (FOV) in a kitchen environment.

We represent FOV as an infinitely extended cone with
apex v⃗cone ∈ R3, center axis represented as a unit vector
caxis ∈ R3, and viewing angle cθ ∈

[
0, π

2

]
. We determine if

a point lies within the cone’s FOV by comparing the cosines
of viewing angle cθ and the angle between the cone’s axis
and the vector from the cone’s origin to the input point v⃗,

cos (cθ) ≤ Fcone (v⃗) ≜
(v⃗ − v⃗cone) · caxis
|(v⃗ − v⃗cone)|

, (7)

where v⃗ is the end effector’s workspace position. Since Fcone

is independent of orientation, its gradient is based solely the
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Fig. 2: Three feasible test scenes and one infeasible scene with different robots and constraints. (a) Fetch must keep its end
effector within the camera’s Field of View. (b) Baxter must move its gripper at a constant height relative to the table. (c)
Franka Panda must keep the cup upright while moving it between shelves. (d) An infeasible scene; Schunk LWA4D must
move the cylinder into the cabinet without tilting beyond a limit.

end effector translation.

∇Fcone =
∂

∂v⃗

(v⃗ − v⃗cone) · caxis
|(v⃗ − v⃗cone)|

(8)

=
caxis

|(v⃗ − v⃗cone)|
− (v⃗ − v⃗cone) · caxis
|(v⃗ − v⃗cone)|3/2

(v⃗ − v⃗cone)

2) Planar Constraint: The scene in Figure 2b constrains
a 7 DOF Baxter arm to be a fixed height above a table. We
specify this constraint by requiring the distance between the
end effector’s height, z, and a reference height, zref be less
than some small number ϵplane,

ϵplane ≥ Fplane (z) ≜ |z − zref|2 . (9)

The gradient of (9) via the chain rule is,

∇Fplane =
∂

∂z
|z − zref|2 =

z − zref

|z − zref|2
. (10)

3) Upright Constraint: The scene in Figure 2c constrains
a 7 DOF Franka arm to hold a cup level while moving it
between shelves. We specify this constraint based on relative
rotation angle,

ϵθ ≥ Fup (h) ≜ |ln (h∗ ⊗ href )|2xy , (11)

where ϵθ specifies permissible rotation from vertical, h is
the cup orientation quaternion, href is the upright rotation
quaternion, and |(x, y, z)|2xy = x2 + y2. The gradient of (11)
follows from the methods described in [48].

4) Infeasible Scene: Figure 2d contains an infeasible scene
to show that our algorithm generates infeasibility proofs when
plans do not exist. The robot must move a cup from a position
outside of the shelf to a position on the shelf. In this scene,
we use the Schunk LWA4D, fixing the fifth and the last joints
to limit to five DOF. Without upright constraints (11), a plan
exists. With the upright constraint, no plan exists and the
algorithm returns an infeasibility proof. We ran 20 trials, and
all successfully proved infeasibility with a mean runtime of
60.40 s and a standard deviation of 41.20 s.

B. Results
For the upright constraint and the planar constraint scenes,

our algorithm is the fastest and most robust. We set the timeout
to be 100 seconds; in most cases, the baseline motion planners
cannot find a path within the time limit, which means the
actual runtime difference to find paths is larger. These two
scenes show improvement from our approach because the
constraints creates narrow passages in the configuration space,
showing that the projection and SDCL help resolve narrow
passages well. In the FOV constraint scene, our algorithm is
not the fastest, because the FOV constraint covers a whole
region, as is shown in Figure 2a, which does not result in
configuration space narrow passages.

Comparing the SDCL sampler with and without the
projection, in the upright constraint scene, the projection
improves the runtime by 44.9%. The other scenes do not
show obvious differences when running SDCL with and
without the projection. This means it is difficult to sample
the upright constraint region with random sampling.

VII. CONCLUSION

We have presented an ensemble of samplers for robust
planning under workspace constraints. This approach inte-
grates sample-driven connectivity learning for robust planning
through narrow passages, nonlinear programming to sample
constraint-satisfying points, and random sampling to promote
space coverage. In the tested scenes, baseline planners perform
well for an easy scene (without narrow passages), while
our approach offered time and robustness improvements for
difficult scenes (containing narrow passages). Further, this
algorithmic framework offers asymptotic completeness, mean-
ing we can determine when motion planning is infeasible.

There are several possible avenues for future work. First,
while the current work focused on volume-reducing hard
constraints, soft constraints could be directly incorporated
into the projection as an optimization objective within (2).
Second, in our current implementation, infeasibility proofs
are tractable for up to five DOF robots; in ongoing work, we
are developing parallel, accelerated algorithms to scale infea-
sibility proofs to higher DOF. Finally, proving infeasibilities
which are caused by lower dimension manifold constraints
remains an area requiring further work and analysis.



Algorithm Kitchen (Figure 2a) Upright (Figure 2c) Planar (Figure 2b)
Mean Runtime (s) Completed Means Runtime (s) Completed Mean (s) Completed

ProjectSDCL 21.17 ± 23.59 10 37.03 ± 16.79 10 12.88 ± 3.43 10
SDCL 24.88 ± 21.12 10 67.23 ± 14.01 10 11.38 ± 4.30 10
PRM 34.32 ± 37.57 8 100.08 ± 0.04 0 100.07 ± 0.03 0

LBKPIECE1 3.33 ± 1.51 10 82.80 ± 23.23 4 100.04 ± 0.02 0
LBTRRT 100.14 ± 0.17 0 100.06 ± 0.03 0 100.04 ± 0.02 0

SBL 10.12 ± 3.86 10 100.07 ± 0.03 0 100.05 ± 0.02 0
BFMT 12.96 ± 2.11 10 100.40 ± 0.70 0 100.18 ± 0.18 0
EST 47.18 ± 30.95 9 100.07 ± 0.04 0 100.05 ± 0.03 0

RRTConnect 0.78 ± 0.48 10 100.07 ± 0.03 0 100.05 ± 0.03 0

TABLE I: The runtime and success rate of ProjectSDCL and the baseline methods for the kitchen (Figure 2a), upright
(Figure 2c), and planar (Figure 2b) environments. The planar and upright environments were more constrained than the
kitchen environment, making them more challenging to solve by purely sampling the space. Our work projects sampled
points into the constraint regions, allowing us to more efficiently sample the space leading to faster performance on the more
constrained scenes.
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